Research begins with a “problem” or topic. Thinking about the problem results in identifying concepts that capture the phenomenon being studied. Concepts, or constructs, are ideas that represent the phenomenon. Conceptualization is the process whereby these concepts are given theoretical meaning. The process typically involves defining the concepts abstractly in theoretical terms.

Describing social phenomena and testing hypotheses require that concept(s) be operationalized. Operationalization moves the researcher from the abstract level to the empirical level, where variables rather than concepts are the focus. It refers to the operations or procedures needed to measure the concept(s). Measurement is the process by which numerals (or some other labels) are attached to levels or characteristics of the variables. The actual research then involves empirically studying the variables to make statements (descriptive, relational, or causal) about the concepts.

CONCEPTUALIZATION

Although research may begin with only a few and sometimes only loosely defined concepts, the early stages usually involve defining concepts and specifying how these concepts are related. In exploratory research, a goal is often to better define a concept or identify additional important concepts and possible relationships.

Because many concepts in social science are represented by words used in everyday conversation, it is essential that the concepts be defined. For example, the concepts norms, inequality, poverty, justice, and legitimacy are a part of our everyday experiences and thus carry various meanings for different people. The definitions provided by the researchers are usually referred to as nominal definitions (i.e., concepts defined using other words). No claim is made that these definitions represent what these concepts “really” are. They are definitions whose purpose it is to communicate to others what the concept means when the word is used. A goal in social science is to standardize definitions of the key concepts. Arguably, the most fruitful research programs in social science—those that produce the most knowledge—are those in which the key concepts are agreed on and defined the same way by all.
Concepts vary in their degree of abstractness. As an example, human capital is a very abstract concept, whereas education (often used as an indicator of human capital) is less abstract. Education can vary in quality and quantity, however, and thus is more abstract than years of formal schooling. Social science theories that are more abstract are usually viewed as being the most useful for advancing knowledge. However, as concepts become more abstract, reaching agreement on appropriate measurement strategies becomes more difficult.

OPERATIONALIZATION

Operationalization of concepts involves moving from the abstract to the empirical level. Social science researchers do not use this term as much as in the past, primarily because of the negative connotation associated with its use in certain contexts. One such use has been in the study of human intelligence. Because consensus on the meaning of this concept has been hard to come by, some researchers simply argued that intelligence is what intelligence tests measure. Thus, the concept is defined by the operations used to measure it. This so-called “raw empiricism” has drawn considerable criticism, and as a consequence, few researchers define their concepts by how they are operationalized. Instead, nominal definitions are used as described above, and measurement of the concepts is viewed as a distinct and different activity. Researchers realize that measures do not perfectly capture concepts, although, as described below, the goal is to obtain measures that validly and reliably capture the concepts.

MEASUREMENT

Measurement refers to the process of assigning numerals (or other labels) to the levels or characteristics of variables. In moving from the abstract level of concepts to the empirical level of variables, the researcher must think of the concept as having characteristics that can be empirically observed or assessed. A number of concerns must be addressed. The first of these is level of measurement.

At the most basic level, the researcher must decide whether the underlying features of the concept allow for ordering cases (ordinal level) or allow only for categorizing
cases (nominal level). Another distinction concerns whether the features of the concept are discrete or continuous, with fine gradations. Relying on these distinctions, most researchers are faced with variables that are nonordered and discrete (e.g., marital status and religious preference), ordered and discrete (e.g., social class), or ordered and continuous (e.g., income). Developments in statistics over the past several decades have dramatically increased the analysis tools associated with ordered discrete variables, but the majority of the research in social science still adheres to the dichotomy of categorical versus continuous variables, with the more “liberal” researchers assuming that ordinal-level data can be analyzed as if they were continuous. With the [p. 163 ↓] advances in statistical techniques, however, these decisions no longer need to be made; ordinal variables can be treated as ordinal variables in sophisticated multivariate research (see Long, 1997).

The first step in measurement, then, is to determine the level of measurement that is inherent to the concept. As a general rule, measurement should always represent the highest level of measurement possible for a concept. The reason for this is simple. A continuous variable that is measured like a category cannot be easily, if ever, converted to a continuous scale. A continuous scale, however, can always be transformed into an ordinal- or nominal-level measure. In addition, ordinal and continuous scales allow for the use of more powerful statistical tests, that is, tests that have a higher likelihood of rejecting the null hypothesis when it should be rejected.

Any measurement usually involves some type of measurement error. One type of error, measurement invalidity, refers to the degree to which the measure incorrectly captures the concept (DeVellis, 1991). Invalidity is referred to as systematic error or bias. VALIDITY is usually thought of in terms of the concept being a target, with the measure being the arrow used to hit the target. The degree to which the measure hits the center of the target (the concept) is the measure’s validity. Researchers want measures with high validity. The reason for this is simple, as shown by an example from a study of social mobility. If the researcher’s goal is to determine the degree of social mobility in a society, and the measure consistently underestimates mobility, then the results with this measure are biased and misleading (i.e., they are invalid).

The other major type of measurement error is unreliability. Whereas invalidity refers to accuracy of the measure, unreliability refers to inconsistency in what the measure
produces under repeated uses. Measures may, on average, give the correct score for a case on a variable, but if different scores are produced for that case when the measure is used again, then the measure is said to be unreliable. Fortunately, unreliability can be corrected for statistically; invalidity is not as readily corrected, however, and it is not as easily assessed as is reliability.

Validity is arguably the more important characteristic of a measure. A reliable measure that does not capture the concept is of little value, and results based on its use would be misleading. Careful conceptualization is critical in increasing measurement validity. If the concept is fuzzy and poorly defined, measurement validity is likely to suffer because the researcher is uncertain as to what should be measured. There are several ways of assessing measurement validity.

FACE VALIDITY, whether the measure “on the surface” captures the concept, is not standardized or quantifiable but is, nevertheless, a valuable first assessment that should always be made in research. For example, measuring a family’s household income with the income of only the male head of household may give consistent results (be reliable), but its validity must be questioned, especially in a society with so many dual-earner households.

Content validity is similar to face validity but uses stricter standards. For a measure to have content validity, it must capture all dimensions or features of the concept as it is defined. For example, a general job satisfaction measure should include pay satisfaction, job security satisfaction, satisfaction with promotion opportunities, and so on. As with face validity, however, content validity is seldom quantified.

CRITERION-RELATED VALIDITY is the degree to which a measure correlates with some other measure accepted as an accurate indicator of the concept. This can take two forms. Predictive validity uses a future criterion. For example, voting preference (measured prior to the election) is correlated with actual voting behavior. A high correlation indicates that voting preference is a valid measure of voting behavior. Concurrent validity is assessed by obtaining a correlation between the measure and another measure that has been shown to be a valid indicator of the concept. For example, a researcher in the sociology of work area wishes to measure employee participation by asking employees how much they participated in decision making.
A more time-consuming strategy—videotaping work group meetings and recording contributions of each employee—would likely be viewed as a valid measure of participation. The correlation between the two would indicate the concurrent validity of the perceptual measure.

CONSTRUCT VALIDITY of a measure refers to one of two validity assessment strategies. First, it can refer to whether the variable, when assessed with this measure, behaves as it should. For example, if the theory (and/or past research) says it should be related positively to another variable Y, then that relationship should be found when the measure is used. The second use of construct validity refers to the degree to which multiple indicators of the concept are related to the underlying construct and not to some other construct. Often, this distinction is referred to with the terms convergent validity and DISCRIMINANT VALIDITY. FACTOR ANALYSIS can be used to assess this. For example, if a researcher has five indicators of cultural capital and four indicators of social capital, a factor analysis should produce two lowly correlated factors, one for each set of indicators.

It is important to stress that this second strategy uses factor analysis for confirmatory purposes, not for data dredging or concept hunting, as it is used sometimes in exploratory research. If the researchers have been careful in conceptualization, then the factor analysis serves to validate their measures. Factor analysis in this instance is not used to “discover” unanticipated concepts.

As stated above, reliability refers to the consistency of the results when the measure is used repeatedly. It is viewed as random measurement error, whereas validity is thought of as measurement bias. There are clear statistical consequences of unreliable measures, with larger variances and attenuated correlations at the top of the list. Reliability is usually assessed in one of two ways. TEST-RETEST RELIABILITY is assessed with the correlation of the measure with itself at two points in time. The difficulty associated with this type of assessment is that unreliability of the measure is confounded with actual change in the variable being measured. For this reason, a second and more often used strategy is to obtain multiple indicators of the concept. Here, internal consistency measures such as the CRONBACH'S ALPHA can be used. In both instances, a normed measure of association (correlation) allows for application
of certain rules of thumb. For example, any measures with reliabilities under .60 should be regarded with considerable suspicion.

**ADDITIONAL ISSUES**

Measurement validity should not be confused with INTERNAL VALIDITY and EXTERNAL VALIDITY, which are research design issues. If researchers claim the results support their hypothesis that $X$ causes $Y$, this claim is said to have internal validity if alternative explanations for the results have been ruled out. External validity refers to whether the study results can be generalized beyond the setting, sample, or time frame for the study. Both are very important concerns in building social science knowledge, but they are not the same as measurement validity.

Another measurement issue concerns whether single or multiple indicators should be used as measures. Some concepts, almost by definition, can be measured with single indicators. Some examples are income and education. Other more abstract concepts (e.g., political conservatism and marital satisfaction) are often measured with more than one indicator. The reasons for wanting multiple indicators are fairly straightforward. First, when a concept is more abstract, finding one measure that captures it is more difficult. Second, multiple-indicator measures are usually more reliable than single-indicator measures. Third, multiple-indicator measures, when used in STRUCTURAL EQUATION MODELING (SEM) (Bollen, 1989), allow for correcting for unreliability of the measures, produce additional information that allows for making useful model tests, and allow for estimating more complicated models such as reciprocal effects models. Although SEM achieves its strengths by treating multiple indicators separately, measures based on multiple indicators are often transformed into scales or indexes, which are the simple sums or weighted sums of the indicators.

A third measurement issue concerns the source of valid and reliable measures. As has been described, there exist a number of strategies for assessing how good a measure is (i.e., how valid and reliable it is). This assessment happens after the measurement has occurred, however. If the measure is not valid or reliable and other better measures cannot be easily obtained, discontinuation of the research must be seriously considered. For this reason, considerable attention must be given to
identifying valid and reliable measures at the onset of the study. If the theory in a specialty area is well established and there already exists a strong research tradition, then valid and reliable measures likely already exist. For example, in the study of organizations, key concepts such as formalization and administrative intensity are well established, as are their measures. In such instances, a careful reading of this literature identifies the measures that should be used. It is always tempting for those new to a specialty area to want to “find a better measure,” but unless previously used measures have low validity and reliability, this temptation should be avoided. Accumulation of knowledge is much more likely when measures of the key concepts are standardized across studies. Exploratory research, of course, is much less likely to use standardized measures. In such instances, concepts and measures are developed “along the way.” Such research, however, should not be viewed as entirely unstructured and lacking standards of evaluation and interpretation. Maxwell (1996) convincingly shows that exploratory research can still be conducted within quasi-scientific guidelines.

A final measurement issue concerns the use of available data, which now is the major source of data for social science research. Often, these data were collected for some purpose other than what the researcher has in mind. In such instances, PROXY VARIABLES are often relied on, and validity issues usually must be confronted. Reliability is usually less of a problem because proxy measures often seem to be sociodemographic variables. Fortunately, large-scale data collection organizations are now relying more on input from social scientists for measures when they collect their data. Having to locate and use proxy measures of key concepts, it is hoped, will become a thing of the past.
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